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Explain the relations between

» A family of exchangeable linearly reinforced processes, the
VRJP and the ERRW

» A random Schrédinger operator with 1-dependent potential

» Some self-interacting drifted Brownian motion

Note that

» Intimately related to the supersymmetric sigma field of
Disertori, Spencer, Zirnbauer.

» Previous works on ERRW : Diaconis Coppersmith, Pemantle,
Merkl Rolles, Angel Crawford Kozma



Hitting times of 1D drifted Brownian motion

Let
Xt :0+ Bt—?’]t,

where B; is a standard BM, 8 > 0, n > 0, and let
T =inf{t >0, X;=0}.

Then, T has an inverse Gaussian law with parameters (%,92), ie.
has density
0 1,2, 921
—5(m°t+0%3)+n0
Tt>0 \/%13/26 2 .
Moreover, conditionally on T, (X:):<7 has the law of a 3D Bessel
bridge from 6 to 0 on time interval [0, T].



Vertex Reinforced Random Walk (VRJP)

» G = (V, E) non-directed graph with conductances (We)ecE-
> (0)iev € (Ri)v (initial local times).

The VRJP is the continuous time process (Y:):>0 on state space
V, that conditionally on ', jumps from i to j with rate

Wi (6 + €] (),
where .
f,y(t) :/ ﬂys:,'ds
0
is the local time at vertex 1.

» Introduced by Davis, Volkov (and proposed by Werner)
» Closely related to the Edge Reinforced Random Walk (ERRW)



Behavior of VRJP and ERRW on Z¢

If G = (Z9, E;q) is the d-dimensional network and constant weights
(W;j=Worajj=a)and 0; =1, Vi.

» For any d, the VRIP (resp. ERRW) is positive recurrent at
strong reinforcement (i.e. small weights W or a). (S. Tarrés
12, Angel Crawford Kozma 12, (Disertori Spencer))

» For d > 3, the VRJP (resp. ERRW) at weak reinforcement
(i.e. large weights W or a) is transient. (S. Tarrés 12,
Disertori S. Tarrés 14 (Disertori Spencer Zirnbauer)).



Schrodinger operator : Notations

Let W = (W;)ijev be the symmetric operator

W., if{i,j}=eceE,
0, otherwise,

W =
For (Bj)jev € RY, we set
Hs =28 - W
where 2(3 is the operator of multiplication by (23;);ev.

If V finite, we write Hz > 0 when it is positive definite. In this case
Hgl has positive coefficients (it is an M-Matrix).



Lemma (S., Tarrés, Zeng, 15)

G finite. Let (0;)icy € (Ri)v.

The following distribution on RY

ef%<9,H59> T16: )
\/m \/27‘(“/'

B

vy *(dB) = 1p,=0

is a probability.
Moreover,
> Bjv, and By, are independent if distg(V1, V2) = 2.

» The marginals 3; are such that ﬁ have inverse Gaussian law.



Lemma (Letac's general version)
G finite. Let (‘91')i€V € (]Ri)v, and (ni)iEV € (R+)V.
The following distribution on RY

PWON(GE) = emf)eF(nHz ), WO g5)
B ) O
=0 [Hs] Nerd

is a probability.

Proposition
If 3 ~ 1/\‘7’0, and Vi C V, then By, ~ 1/\‘2/’0’", with

n = Wy, velvs.



Theorem (S., Tarrés 12, S. Tarrés Zeng 15)

Let V be finite. Assume that 3 ~ 1/\‘7’9. Let 6 € V and
Vi =V \ {6}. Let (¢j)jev be the solution of

7% = 17

Hﬂ(¢)|V1 = 07
then (after some time change) the VRJP, starting at ¢, is a mixture
of Markov jump processes with jumping rates

1 )
w2
2

» The distribution of (1;);cy corresponds to the random field
introduced by Disertori, Spencer, Zirnbauer.

» The representation by a random potential 8 ~ "¢ give a
coupling of the representation from different points.



Extension to infinite graphs

G = (V, E) infinite. Let (V,,)nen be an increasing sequence of
subsets of V' such that

V - UHGN Vn.

By Kolmogorov's extension theorem, we can define the probability
distribution V\‘;V’a on random potentials (3;)icv, such that

W7077](n)
BVn ~ Yy

with 7" := Wy, ve(Ove),
We now have

Hs=26—-W2>0
Let (1{"))jev be defined by

{Wic =1
H/B(/l/)(n))‘Vn = 07



Theorem (S Zeng 15)

Letﬂwy 0 and F(n) =o{Bi, i € V,,}. Thenw is an
F(")_martingale for all i € V, which converges a.s.

vi= Jim "

> either Vi, 1; = 0 in which case the VRJP is recurrent.

» either Vi, v; > 0, in which case the VRJP is transient, and
Hgvp =0, and ¢ is a generalized eigenstate with eigenvalue 0.

Let 1
Gp(i,j) = Hy (i) + 2 it

where v Is an independent I'(27 2) random variable. Then, the
VRJP starting at iy is a mixture of Markov jump processes with rate

" G@(io, i ’




Consequences

Assume G is the network Z9 with W, = W constant, and 6; = 1,
VieV
» (Disertori, Spencer, Zirnbauer delocalization result) = (for

d > 3 and W large enough the martingale is bounded in L2,
hence 1; > 0 for all i € V).

Theorem (S., Zeng 15)

(i) In dimension d > 3, at weak reinforcement (W large enough),
the VRJP satisfies a functional CLT. (Same for ERRW.)

(ii) In dimension d = 2, the ERRW is recurrent for any constant
weights. (Uses Merkl Rolles 07).



Hitting times of drifted interacting Brownian motions
For (Ti)icv and t € R we set

Knr =Id— (EAT)W (= (tAT)H s

2tAT

)

Definition
We consider the S.D.E : let (Bj(t))icv be a |V| dim B.M.

Yi(t) = 6 + /0 1. 7,dBi(s) - /0 Lot (Wi(s));ds (1)

with
P(t) = (Kt/\T)il(Y(t))v
and T; =inf{t >0, Yi(t)— tn; =0}
The process (1(t)) is a continuous martingale, more precisely :

=0+ [ (Konr) (Lo 7dB(s))



Theorem (S. Zeng 2017+)
Let X(£) = Y(£) — (¢ A ).
(i) (2.,-) has law vy *".

(ii) Conditionally on (T;), (Xk(t))o<e<T, are independent
3-dimensional Bessel bridges from 0, to 0.

Proposition (Abelian properties)

(i) Let Vi C V, then X\, (t) has the same law as the solutions of
the S.D.E. on V1, with Wy, v,, 0\v,, and
77 A% + WV]_, (9V1)
In particular, marg/na/s (Xi(t)) are drifted BM.

(it) Similar result for the law of Xy, (t), conditioned on
(Xvg (8))ezo-



